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Abstract 

The domain of sentiment extraction or user 

belief mining is in research now days with the 

frequency usage of social media for assorted 

segments. Using sentiment extraction and text 

mining, the overall score of prominence can be 

evaluated with effectual predictions based 

results. Twitter is one of the leading and 

prominent social media platforms that is used 

for the distribution, dissemination and 

broadcasting of views in multiple formats. A 

number of celebrities, political speakers, 

leaders and key personalities are using Twitter 

so that their views and sentiments can be 

transferred to the whole world. Even the media 

groups and news channels are using Twitter 

for the distribution of news in form of tweets 

to all the devices and handhelds. In this 

research work, an effectual approach for the 

mining of social media tweets is presented so 

that the understandable as well as prediction 

based popularity extraction can be 
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implemented. The present work is based on 

the matching of positive and negative words 

from social media tweets which are proposed 

to be stored in a database engine so that the 

overall performance of database system with 

the real time data can be evaluated. On life 

fetching the data from Twitter Servers, the 

following database fields can be accessed and 

stored to the database table so that the overall 

performance in the storing as well as retrieval 

can be done. The proposed model is an 

effective and performance aware approach for 

opinion mining and the analysis of user 

timeline from assorted social media so that a 

common platform or application do not 

repeatedly require the sign on. Using this 

approach, the user can be identified on the 

heterogeneous media platforms and identity 

can be mined. Once the identity of user is 

mined, the further creation and activation of 

new account will not be required. Using this 

approach, the performance, complexity and 

time can be optimized a lot with huge 

optimization factors. The work begins with the 

experimentation done on the fetched tweets 

according to the categories. In addition 

thorough analysis of different tweets is done 

using deep mining and association of tweets 

and tokens. Further the proposed technique is 

being compared with the existing techniques. 

The proposed model is an performance aware 

approach for opinion mining and the analysis 

of user timeline from assorted social media so 

that a common platform or application do not 

repeatedly require the sign on. Using this 

approach, the user can be identified on the 

heterogeneous media platforms and identity 

can be mined. Once the identity of user is 

mined, the further creation and activation of 

new account will not be required. Using this 

approach, the performance, complexity and 

time can be optimized a lot with huge 

optimization factors. This work is having 

unique methodology of rule mining and 

association rules generation so that 

performance and accuracy aware predictions 

using escalated text mining can be done with 

higher degree of optimization in the results 

and predictive analysis. 

Keywords : Evaluation of Tweets, User 

Mining of Twitter, Sentiment Mining 

 

Introduction 

Big Data Analytics is one of the key areas of 

research with assorted approaches in data 

science and predictive analysis. A number of 

scenarios exist where enormous data is logged 

every day and needs deep evaluation for 

research and development. In Medical 

Science, there are enormous examples where 
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processing, analysis and predictions from huge 

amount of data is required regularly. As per 

the reports from First Post, the data of more 

than 50 Peta Bytes are generated from each 

hospital of 500 beds in USA. In another 

research, it is found that one gram of DNA is 

equivalent to 215 petabytes in digital form. In 

another scenario of digital communication, the 

number of smart wearable gadgets increased 

from 26 millions in year 2014 to more than 

100 millions in year 2016. 

 

A prominent neuroscientist Ann-Shyn Chian 

from Taiwan presented in a research that more 

than 1 GB per cell of brain will be required 

even for a very small creature on this earth. 

For imaging of more than 80 billion neurons in 

human brain, it will take around 17 million 

years. Now, the volume, velocity, variety of 

medical data can be imagined with these data 

figures. 

 

Creature No. of Neurons in Brain / 

Nervous System 

Fly 1,35,000 

Cockroach 1,000,000 

Ant 2,50,000 

Honey Bee 9,60,000 

Cat 760,000,000 

Monkey 3,246,000,000 

Macaque 6,376,000,000 

Human 86,000,000,000 

 

Here, the key question comes on the 

evaluation of huge amount of data with 

enormously growing speed. To preprocess, 

analyze, evaluate and predict on such big data 

based applications, there is need to use high 

performance computing frameworks and 

libraries so that processing power of 

computers can be utilized with maximum 

throughput and performance. 

 

Free and Open Source Big Data Processing 

Tools 

• Apache Storm 

• Apache HADOOP 

• Lumify 

• HPCC Systems 

• Apache Samoa 

• ElasticSearch 

• RapidMiner 

• R-Programming 

• Scribe 

• NoSQL Databases 

 

Twitter might be described as a real-time, 

highly social microblogging service that 

allows users to post short status 

updates, called tweets, that appear on 
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timelines. Tweets may include one or more 

entities in their 140 characters of content and 

reference one or more places that map to 

locations in the real world. An understanding 

of users, tweets, and timelines is particularly 

essential to effective use of Twitter's API, so a 

brief introduction to these fundamental Twitter 

Platform objects is in order before we interact 

with the API to fetch some data. We've largely 

discussed Twitter users and Twitter's 

asymmetric following model for relationships 

thus far, so this section briefly introduces 

tweets and timelines in order to round out a 

general understanding of the Twitter platform . 

 

Tweets are the essence of Twitter, and while 

they are notionally thought of as the 140 

characters of text content associated with a 

user's status update, there's really quite a bit 

more metadata there than meets the eye. In 

addition to the textual content of a tweet itself, 

tweets come bundled with two additional 

pieces of metadata that are of particular 

note: entities and places. Tweet entities are 

essentially the user mentions, hashtags, URLs, 

and media that may be associated with a tweet, 

and places are locations in the real world that 

may be attached to a tweet. Note that a place 

may be the actual location in which a tweet 

was authored, but it might also be a reference 

to the place described in a tweet.” 

 

Text mining is the application of natural 

language processing techniques and analytical 

methods to text data in order to derive relevant 

information. Text mining is getting a lot 

attention these last years, due to an 

exponential increase in digital text data from 

web pages, google's projects such as google 

books and google ngram, and social media 

services such as Twitter. Twitter data 

constitutes a rich source that can be used for 

capturing information about any topic 

imaginable . This data can be used in different 

use cases such as finding trends related to a 

specific keyword, measuring brand sentiment, 

and gathering feedback about new products 

and services. 

 

Key attributes of Tweets are the following: 

• text: the text of the tweet itself 

• created_at: the date of creation 

• favorite_count, retweet_count: the number 

of favourites and retweets 

• favorited, retweeted: boolean stating 

whether the authenticated user (you) have 

favourited or retweeted this tweet 

• lang: acronym for the language (e.g. “en” 

for english) 
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• id: the tweet identifier 

• place, coordinates, geo: geo-location 

information if available 

• user: the author’s full profile 

• entities: list of entities like URLs, @-

mentions, hashtags and symbols 

• in_reply_to_user_id: user identifier if the 

tweet is a reply to a specific user 

• in_reply_to_status_id: status identifier id 

the tweet is a reply to a specific status 

 

All the *_id fields also have a *_id_str 

counterpart, where the same information is 

stored as a string rather than a big int (to avoid 

overflow problems). We can imagine how 

these data already allow for some interesting 

analysis: we can check who is most 

favourited/retweeted, who’s discussing with 

who, what are the most popular hashtags and 

so on. Most of the goodness we’re looking for, 

i.e. the content of a tweet, is anyway 

embedded in the text, and that’s where we’re 

starting our analysis. The analysis can be 

started by breaking the text down into words. 

Tokenisation is one of the most basic, yet most 

important, steps in text analysis. The purpose 

of tokenisation is to split a stream of text into 

smaller units called tokens, usually words or 

phrases. While this is a well understood 

problem with several out-of-the-box solutions 

from popular libraries, Twitter data pose some 

challenges because of the nature of the 

language . 

 

Novelty in the Proposed Research 

• New classification algorithmic flow / 

approach is devised and implemented 

using prominent programming 

languages Java and Python 

• The proposed work is having 

effectiveness in fetching live tweets on 

any combinations of the keywords or 

hashtags 

• The proposed work is effective in 

terms of getting the user timeline and 

followers’ information which is useful 

in the prediction and current analysis. 

• The proposed work and 

implementation is effective in decision 

making and remarkable future 

predictions. 

 

There is huge scope of research and 

development using Python scripts and 

specialized APIs for assorted applications 

including cyber security, data mining, Internet 

of Things, cloud simulation, grid 

implementation and many others. Python is 

one of the effective programming languages 

that can process and handle any type of data 
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stream. In the proposed work, the live fetching 

of social media messages shall be integrated 

with assorted advance data mining tools for 

effective prediction and modeling. 

i. The social media is traditionally used 

for personal groups, talks and 

distribution of the thoughts, emotions 

and related aspects.  

ii. Currently, the news and media 

agencies are using social media for 

generation of breaking and crisis 

related news after fetching the tweets 

from global locations.  

iii. In this project work, an effective 

approach is proposed which is being 

used by the media and government 

agencies to find out the most 

interesting patterns from live tweets  

iv. In addition, these live tweets can be 

used for debate information including 

finding out any particular person, 

event, news or related patterns.  

v. Twitter and other social media apps 

can be used and implemented for 

detailed investigation and prediction 

on any event or news. 

 

Database structure for mytwitter 

 Column  Type 

 Id  int(11) 

 Username  varchar(255) 

 Twittertimestamp  varchar(255) 

 Twittertext  Text 

 Screenname  varchar(255) 

 Followers  varchar(255) 

 Friends  varchar(255) 

 Listed  varchar(255) 

 

Existing Base 

Work 

Proposed 

Approach 

50 70 

 

 

Figure 1. Classical and Proposed approach 

(Performance in Percentage) 

 

Existing Base 

Work Proposed Approach 

90 60 

 

Comparison of Existing Base Work and 

Proposed Approach 

Existing Base Proposed Approach 
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Work (Overall 

Effectiveness) 

(Overall Effectiveness) 

50 60 

60 88 

70 89 

50 69 

 

Table underlines the comparative results in 

terms of effectiveness. The effectiveness in 

taken and logged in terms of percentage and 

its evident from the results that the results of 

proposed approach is better than the classical 

approach. 

 

 

 

Figure 2. Effective Comparison of Classical 

and Proposed Algorithm 

 

It is evident from the above mentioned figures 

and graphical results that the proposed 

approach is hugely effectual in terms of 

assorted parameters including performance, 

effectiveness and other related dimensions. 

 

Figure 3. Predicted Positive and Negative 

Probabilities for Sample dataset 

 

PREDICTION USING SAMPLE 

DATASET- 2: 

 mypredictions = sim(net, sample2); 

 sentiment_social_media_positive=0 

sentiment_social_media_negative=0 

 for i=1:4632 

if (mypredictions(i)>=0.5) 

sentiment_social_media_positive=sentiment_s

ocial_media_positive+1; 

    disp('Sentiment_social_media') 

else 

sentiment_social_media_negative=sentiment_

social_media_negative+1; 

disp('Not Sentiment_social_media') 

end 

end 

 disp('Predictions of Sentiment_social_media - 

Positive') 

sentiment_social_media_positive 
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 disp('Predictions of Sentiment_social_media - 

Negative') 

sentiment_social_media_negative 

 data=[sentiment_social_media_positive 

sentiment_social_media_negative] 

 bar(data) 

title('Predictive Analysis of the Test Set for 

Sentiment_social_media') 

xlabel('Positive | Negative') 

ylabel('Frequency Analysis') 

 

Results from the Base Work 

Size  Accuracy -

Previous 

Technique 

Accuracy - 

Dynamic 

Density Based 

Clustering 

of  

Dataset 

50 77 94 

100 78 95 

200 79 95.8 

300 87 96.8 

400 89 95.8 

1000 91 95.7 

5000 92.55 95.7 

10000 95.677 97 

 

It is evident from the results of classical 

approach in increasing number of records in 

the dataset that the highest accuracy achieved 

is 97%. This work is making use of dynamic 

clustering based approach for 

sentiment_social_media detection and 

predictive analysis and the scope of future 

work is focusing on the use of ANN which is 

used in our proposed work. 

 

Comparison of Accuracy (%) between 

Classical and Proposed Approach 

Scenario CLASSICAL 

Density Based 

Clustering 

Approach 

PROPOSED 

ANN Based 

Approach 

1 94 99.7 

2 95 99.7 

3 95.8 99.9 

4 96.8 99.9 

5 95.8 99.9 

6 95.7 99.9 

7 95.7 99.9 

8 97 100 
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Figure 4. Graphical View of comparison on 

Accuracy (%) Parameter between Classical 

and Proposed Approach 

 

In the graphical and tabular comparison, it is 

evident that with the increasing order of 

datasets and neurons, the performance of 

proposed approach is effective and moving 

towards 100% as compared to maximum 97% 

accuracy level in the earlier approach. The 

proposed approach is better in terms of faster 

execution and minimum error rate which is 

generally required in the fault tolerant and 

security specific domains. 

 

The classical work done on the domain of alert 

files analysis and predictions are associated 

with classical data mining approaches which 

include clustering, association rule mining, 

classification or visualization. 

 

Conclusion 

Sentiment analysis, also referred to as Opinion 

Mining, implies extracting opinions, emotions 

and sentiments in text. One of the most 

common applications of sentiment analysis is 

to track attitudes and feelings on the web, 

especially for tacking products, services, 

brands or even people. The main idea is to 

determine whether they are viewed positively 

or negatively by the viewers or users on the 

social media. Twitter is a popular micro 

blogging service where users create status 

messages (called “tweets”). These tweets 

sometimes express opinions about different 

topics. The work builds an automatic 

sentiment (positive or neutral or negative) 

extractor from a tweet. This is very useful 

because it allows feedback to be aggregated 

without manual intervention. Using this 

analyzer, Consumers can use sentiment 

analysis to research products or services before 

making a purchase. Marketers can use this to 

research public opinion of their company and 

products, or to analyze customer satisfaction. 

Organizations can also use this to gather 

critical feedback about problems in newly 

released products. Fetching the live social 

media or related dimension sentiment analysis 

is under research from a long time for detailed 

analysis and prediction of the events with 

respect to the social cause. In this research 

work, the live extraction of timeline from 

social media platforms are implemented so 

that a common as well shared dataset can be 

prepared for future login and predictive 

analysis of the user behavior. In this work the 

key focus rely on the fetching of Twitter 

Timelines with the usage of SDK and API for 

research and development and real time 
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dataset can be evaluated for predictive 

analysis. In this research work, the live 

extraction of timeline from social media 

platforms of Twitter and Related Perspectives 

are implemented so that a common as well 

shared dataset can be prepared for future login 

and predictive analysis of the user behavior. In 

this work the key focus rely on the fetching of 

Twitter and Facebook Timelines with the 

usage of SDK and API for research and 

development and real time dataset can be 

evaluated for predictive analysis. The 

recommendation associated with this work is 

towards the predictive mining on assorted 

events, celebrities or popularity factors in real 

time domain. The predictions associated with 

business including stock market can be done 

effectually with this implementation. There are 

number of optimization approaches using 

which the efficiency, accuracy and 

performance factors can be improved. The 

integration of soft computing approaches are 

prevalent in the research community which 

provides fuzzy based execution and global 

optimization from existing results. 
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