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Abstract

Evolution of Information Technology has brought about many changes in our daily life. As the applications of
Information Technology vary from the simplest one like word processing to the highly sophisticated systems
like satellite launching systems. This paper relates to a combination of Optical Mark Recognisition (OMR) &
Data/Image Compression & Decompression techniques. The paper is to be used for decoding & evaluating
candidates’ Responses in objective type entrance tests using OMR. The basic problem is of the storage space
required for storing the image files of the candidates’ Responses for decoding & result evaluation. These image
files, if are uncompressed, take a lot of storage space. Using compressed image files the required storage space
can be reduced but it is at the cost of slight increase in decoding time. This approach saves about 75 percent of
storage keeping in view the number of the candidates appearing in various entrance tests, use of the proposed
method results in considerable savings in terms of storage space, required for storage of images TIFF has been
used.

1 INTRODUCTION

Recent advances in communication and computer technologies have made possible the

exchange and retrievals of information through, the electronics media. To store and transmit

digital data efficiently, variety of data compression algorithms has been developed. Yet,

information in compressed data cannot be easily retrieved or modified without

decompression. While the research body on compression schemes is quite rich, algorithms for

retrieving and modifying information in compressed data have not been widely integrated.

The objective of this research is to identify operations that can be applied directly and

efficiently to digital information encoded by a given compression algorithm. A formal

method of analysis is planned. This paper mainly focuses on lossless compression techniques

and images processing and decoding algorithms. This paper mainly relies on two

technologies viz. Optical Mark Recognition (OMR) and Image Compression/Decompression.

Optical Mark Recognition-OMR refers to the technique of converting a handwritten mark

into an ASCII value. Filling a circle or a box or a special form, which is designed as per the

given specifications, makes a mark. The presence or absence of a mark in a specific location



International Journal of Computing & Business Research ISSN (Online): 2229-6166

Proceedings of ‘I-Society 2012’ at GKU, Talwandi Sabo Bathinda (Punjab)

is then converted into a value such as a selection in multi-choice question, the selection of

one item in a list of several or even to code a specific numeric or alphanumeric value.

Methods of Data Compression/Decompression

Statistical Method:- This method is based on the probability of occurrence of the symbols in

the input stream. In this method we encode a single symbol at a time depending on the

number of times that particular symbol occurs in the input streams. These methods are

implemented statically or dynamically. In static method we first calculate the number of

times a particular symbol occurs in the input streams and then we find its probability of

occurrence depending on which we encode the symbol. In dynamically method, we do not

find the probability of the symbol in the whole of the input streams but keep on finding the

probability and encoding the symbol, as we keep moving through the input stream. Although

at the end of the reading of the input stream the total probability of each symbol found equals

that found for the static method in the beginning.

Dictionary Method:- This method is not concerned with the probability of occurrence of

particulars symbols and then encoding them. In this method, we encode string of symbols

with the single code .In this method we read the data from the input-stream and look for the

group of symbols in the dictionary. If a match is found then we pass an index or pointer to

that word in the dictionary, if no match is found we add the word to the dictionary.

Methodology used:-

Lempel - Ziv - Welch (LZW) Algorithm: LZW is a way of compressing the data that takes

the advantage of repetition of the strings in the data. LZW compression replaces strings of

characters with single code. It just adds every new string of characters it sees to a table of

strings. Compression occurs when a single code is output instead of a string of characters.

The code that the LZW algorithm outputs can be of any length, but it must have more bits in

it than a single character.LZW manipulates three objects in both compression &

decompression namely char stream, the code stream, and string table. In compression, the

char stream is the input & the output is the code stream in decompression the code stream is

the input & the char stream is the output. The string table is the product of the both the

compression & the decompression.
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Run-Length Encoding (RLE) algorithm: - The idea in this scheme is to recode the data

with regard to the repetition frames. A frame is one or more bytes that occur one or several

times. Each of the coded values have the following describing the following three or four

points.

1. Value specifying if there is repetition or not.

2. Value telling now many repetitions / non repetitions.

3. Value of the length of the frame.

4. Value of the frame to repeat (or not) following are the varying algorithms for run

length encoding compression scheme:

CCITT Compression:- The CCITT T.4 and T.6 specifications outline many differ kinds of

requirement for the facsimile apparatus, including the resolution of scanning and printing,

dimensional tolerances, timing constraints etc. The sections which tend to be used in the

imaging world are those which describe the compression schemes and those are often

referred to as group 3 and group 4 in their own right. The compression and decompression

algorithms are quite complex as will be seen and must be implemented either in hardware or

supplicated software in order to achieve good performance.

Huffman Algorithms – in this method, we calculate the probability of occurrence of each

symbol in the whole of the data to be compressed.The algorithms are as follows for Huffman

algorithms:-

 Calculate the probability of occurrence of each symbol in the input file.

 Arrange the symbols in the order of their decreasing probabilities, i.e. the symbol with

the highest prob. the bottom.

 Pick the two nodes with the highest frequency probability of occurrence n join then

together with the help of the parent node created above it. The wt. of the parent node

is equal to the total of the weights of the 2 child nodes. This node is given any

name/index no. the node on the left of the parent node is assigned the 0 bit and has

weight equal to or less than the child node on the right of the parent node, which is

assigned the  bit 1.

 Now rearrange the symbols again, with the symbols of the child nodes that have been

joined together replaced by the name of the parent node n its weight in the using order

of their frequencies.
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 If we r not left with just a single root called the root node then repeat the process step

3 again.



Results & discussions

From figures, we see that the times taken to process/decode the compressed files are more

than the time for processing of uncompressed file. This time difference is not in processing

files but is in decompression of compressed image data.

Comparison of Decoding Time:-
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Figure 1: shows the decoding time of 50 questions
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Fig 2: shows the decoding time of 100 questions
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Fig 3: shows the decoding time of 150 questions
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Fig 4: shows the decoding time of 200 questions
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Fig 5: shows the decoding time of 250 questions
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Fig 6: shows the decoding time of 300 questions
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Figure 7: shows the comparison of decoding time of various algorithms

Comparison of Storage Space

Below we have discussed the storage space of various algorithms like Huffman’s algorithms,

RLE, LZW, CCITT, along with uncompressed data. Each algorithm have to differentiate with

different questions having 50,100,150,200,,250,250,300 questions. Each chart will explained

their difference as shown in figures:-
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Fig 8: shows the storage space having 50 questions
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Fig 9: shows the storage space having 100 questions
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Fig 10: shows the storage space having 150 questions
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Fig 11: shows the storage space having 200 questions
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Fig 12: shows the storage space having 250 questions
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Fig 13: shows the storage space having 300 questions
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Fig 14: shows comparison of storage space of various algorithms.
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Conclusion & further Scope

From the results obtained above we find that although the speed of the process is slow but

still we are able to have a lot saving in terms of storage space. Usually a lot of space is taken

up when we are evaluate examination papers for any entrance test, as the number of

candidates appearing in examination papers is quite large. Hence, at places where the storage

space is a factor of consideration we can use technique described here for processing.We had

only considered LZW decompression here as the majority of scanning software’s for TIFF

files use LZW compression techniques. The others methods of compressions can also be

implemented for the compression of TIFF files. One of the ways for improving the

processing speed of the method describe here would be to use the binary search tree for the

storage of the strings as speed for searching in binary tree is high as compared to searching is

an array. Another way for improving the processing speed is to scan a document and then

instead of storing the scanned image in a file we can directly send this scanned image dates

for decoding. This will help in further reduction in storage space, as we would not need to

store any file.
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